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Model Presentation

The model presented here is a tree-structured mixture of models (Tree-MM).
The core idea is to model the weight functions g in (2-1) as a smooth transition
regression-tree model, as in (18).

To represent mathematically a complex regression-tree model, we introduce
the following notation. The root node is at position 0 and a parent node at position
j generates left- and right-child nodes at positions 2j + 1 and 2j + 2, respectively.
Every parent node has an associated split variable xsjt ∈ xt, where sj ∈ S =

{1, 2, . . . , q}. Furthermore, let J and T be the sets of indexes of the parent and
terminal nodes, respectively. Then, any binary tree JT can be fully determined by J
and T.

Definição 3.1 The random variable yt ∈ R follows a tree-structured mixture of

models if its conditional probability density function (p.d.f.) f(yt|xt; θ) is written

as
f(yt|xt; θ) =

∑

i∈T
Bi(xt; θi)π(yt|xt; β

′
ix̃t, σ

2
i ), (3-1)

where xt ∈ Rq is a vector of explanatory variables, θ is the conditional p.d.f.

parameter vector, π(·) is the Gaussian p.d.f. with parameter vector ψi = (β′, σi)
′,

x̃t = (1,x′t)
′,

Bi (xt; θi) =
∏

j∈J
g(xsj,t

; γj, cj)
ni,j(1+ni,j)

2

[
1− g(xsj,t

; γj, cj)
](1−ni,j)(1+ni,j) , (3-2)

and

ni,j =





−1 if the path to leaf i does not include the parent node j;

0 if the path to leaf i includes the right-child node of the parent node j;

1 if the path to leaf i includes the left-child node of the parent node j.

(3-3)
Let Ji be the subset of J containing the indexes of the parent nodes that form the

path to leaf i. Then, θi is the vector containing all the parameters νk = (γk, ck)

such that k ∈ Ji, i ∈ T. Furthermore,

g(xsk,t; γk, ck) =
1

1 + e−γk(xsk,t−ck)
. (3-4)
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It is easy to show that
∑

i∈TBi(xt; θi) = 1.
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